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ABSTRACT
The development of photonic integrated circuits (PICs) has
made it possible to accomplish on-chip optical interconnects
and computations. As a promising alternative to traditional
CMOS circuits, optics has demonstrated the ability to realize
ultra-high speed and low-power information processing and
communications. In this work, we propose a logic synthe-
sis methodology for PICs. For the first time, practical is-
sues including the insertion losses from optical combiners and
switches are considered. Two optimization techniques based
on binary decision diagram, combiner elimination and cou-
pler assignment, are proposed to improve the power efficiency
for PICs. Experimental results of MCNC and IWLS com-
binational benchmarks showed our method could efficiently
generate quality PICs with a 27.02X better optical power
efficiency on average, and greatly reduce the optical power
depletion and facilitate large-scale on-chip optical computa-
tion.

1. INTRODUCTION
As Moore’s law is approaching the limits, photonic inte-

grated circuits (PICs) has received increasing attention of
high-speed and energy-efficient on-chip optical interconnects
and computing. Among all platforms of building PICs, silicon-
on-insulator (SOI) is the most promising due to the CMOS-
compatible process enabled low-cost and large-volume man-
ufacturing and the ability of monolithic integration of elec-
tronics and photonics. System advantages in the photonic
schemes over the conventional electronic schemes include but
not limited to: (1) significant reduction of gate latency, (2)
ultra-low energy consumption per bit, and (3) simplified lay-
out architecture for many complex computation structures
[1, 2]. Compared with optical computing, optical intercon-
nects have been more intensively investigated approving the
advantage over metal interconnects especially in intra- and
inter-chip communications [3–5]. To catch up with the ad-
vancement in optical interconnects, previous works on optical
computing have demonstrated basic Boolean operations such
as (N)AND, (N)OR and X(N)OR gates [6,7] and more com-
plex functionalities such as 1-bit half and full adders [2, 8].
Most recently, an ultra-fast low-power deep learning network
has been implemented by optical Mach-Zehnder interferome-
ters (MZIs), and has reignited the interest of computing with
optics [9].

In order to implement general and large-scale PICs and
pave the way for design-space exploration, a synthesis scheme
based on virtual gates (VGs) and optical splitters are pro-
posed in [10]. A virtual gate is a 2 × 2 crossbar that could
be switched by a function, not necessarily a primary input.
In a VG-based architecture, each literal is implemented by a
VG. While the concept of such virtual gates is worthwhile,
the proposed method usually results in a large number of op-

tical components (VGs and splitters). More importantly, as
is well noted by the authors, VG-based architecture contains
a great number of optical splitters, each resulting in a -3dB
loss, and the loss cascaded inevitably leads to an extremely
weak output signal indistinguishable from noises. In the same
paper, the idea of using binary decision diagrams (BDD) is
also briefly mentioned. The idea is simply to replace each
BDD node by an optical crossbar which is solely controlled
by the primary inputs. Splitters and waveguides are used to
connect between crossbars. However, it has been discarded
as an option due to the garbage outputs related to the ar-
chitecture, which the authors claim complicates routing. In
more recent technology, this problem can be easily resolved
by adding an optical terminator to each garbage output. The
overhead in terms of loss, area, stability, and manufacturabil-
ity of the terminator is very negligible.

A more recent work [11] introduced a reverse-BDD scheme.
Different from the idea mentioned in [10], the light streams
from the top of the BDD and the photodetector receives the
light at the bottom. Each splitter in the previous architecture
is thus replaced by an optical combiner, a structural comple-
ment of the splitter. The reverse-BDD mainly targets at min-
imizing the splitter loss. However, the authors fail to consider
the combiner loss. As shown in the power distribution based
on the simulation and experimental results in Figure 1, the
Y-branch takes light from the two ports on the right side and
pass light to the left. In the first figure, if two input ports
have light, the output power doubles each of the input power
and there is almost zero loss. In the second and third figure,
if only one input has light, due to the mode mismatch, half of
the light escape from the waveguide to the free space. There-
fore, there will be a -3dB (50%) power loss at the output.

Figure 1: Power distribution of a typical optical combiner.

In this work, we resolve the aforementioned problems by a
new set of optical synthesis techniques. We introduce opti-
cal switching components such as microresonator-based opti-
cal switches and directional couplers. Compared with MZIs
used in the previous work, microresonators such as microrings
and microdisks, have much a smaller footprint(<100 um2).
The microresonators are used in microresonator-based op-
tical switches that could be driven by a CMOS-compatible
voltage (< 1V pp) with much lower energy consumption(<
50fJ/bit) [12,13]. Our experiments are based on up-to-dated
experimental data from microdisk-based optical switches, which
realizes the lowest real estate for conventional guided wave de-
vices and therefore maximize the packaging density for PICs.

As will be shown, most of the proposed synthesis techniques



are also applicable to optical switches built with other struc-
tures, such as MZIs and Multimode Interferences (MMIs).
The main contributions of this paper are as follows.

• We pinpoint and study the critical problem of optical
power depletion, which has long been neglected in pre-
vious PIC design.

• We develop a synthesis method for optical circuits. Re-
alistic issues of power loss are modeled and considered
for the first time in the synthesis of PICs.

• We propose two optimization techniques that signifi-
cantly reduce the optical power loss which assures a
better signal-to-noise ratio (SNR) for practical PIC de-
signs.

Note that the proposed techniques can be applicable to
PICs built with any switching components, such as MZIs, mi-
croresonators, electro-absorption modulator, etc., and it is
also not restricted to the choice of platforms.

The remainder of this paper is organized as follows. Sec-
tion 2 introduces the background of optical computing devices
used in this work, followed by the data structure for optical
logic synthesis. Section 3 presents the synthesis techniques.
Section 4 reports the experimental results, followed by the
conclusion in Section 5.

2. BACKGROUND AND DEVICE MODELS
In this section, we introduce the basic optical components

and their working principles. Then we briefly discuss the
primary data structure for optical synthesis.

2.1 Optical Building Blocks

2.1.1 Microreasontor-based Optical Switches
One of the fundamental optical computational units is op-

tical switches. In this work, we focus on microreasontor based
switches for the advantages mentioned in Section 1. Note that
the high-level switch model is also general enough to repre-
sent MZI-based switches. Figure 2a shows a schematic of a
typical 1×2 microresonator-based optical switch using micror-
ings, which has one light input and two outputs: the through
output and drop output. A continuous wave (CW) light is
fed into the switch from the input. Part of the light will be
coupled into the microresonator, and then coupled back to
the two bus waveguides with certain phase shifts. The phase
shifts are highly related to the wavelength of the CW light,
which result in a wavelength selective behavior shown in the
black curves. One could introduce the refractive index pertur-
bation by applying an electrical signal to shift the resonance
peaks to switch the light, which is illustrated with the red
and blue curves in Figure 2c.

By using both the through and drop ports of the switch,
one can build 1 × 2 and 1 × 1 optical switches controlled by
electrical signals. Figure 2b are the high-level notation for 1×
2 and 1× 1 optical switches, respectively. The light passes or
terminates depending on the controlling electrical signal and
the configuration. Following the convention of electronics, we
define that if the controlling variable of the switch is 1, the
light is passed to the 1 output port, otherwise to the 0 output.
The 1×1 optical switch could be realized by adding an optical
terminator at one of the ports1. Generally, there will be some
loss caused by switching (switching loss), especially when light
comes from the drop port . In the spectrum, we can see the
drop port has a power loss of 20% (i.e., the efficiency factor
γdrop = 0.8) for a non-ideal microresonator.

1
Strictly speaking, the 1×1 component can not be called a switch, but

as it is very similar to the 1 × 2 switch, we will follow the same term.
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Figure 2: (a) schematic diagram of a microresonator (b) 1×2 and
1×1 switch notations (c) optical transmission spectra measured at
through and drop ports under various bias.
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Figure 3: 3× 1 directional coupler.

2.1.2 Y-branch Combiner and Directional Coupler
A typical 2×1 combiner can be implemented by a Y-branch

silicon waveguide with a minimal footprint among all possible
approaches. In Figure 1, we can see when there is only one
light input (λ), we have the worst-case loss and the power
efficiency factor is 0.5. An N x 1 combiner can be implemented
by connecting an array of 2 × 1 combiners. The efficiency
factor for each input port to the output is the product of
the efficiency factor of the 2× 1 combiners on the path from
this port to the output. The efficiency factor is dependent on
the exact configuration of the 2 × 1 combiner array. In the
following, we will assume that the efficiency factor is 1/N as
in the mathematical expectation.

A more sophisticated guided wave component for merging
is the directional optical coupler. The coupling efficiency is
adjustable in the range of 0 to 100% by changing the coupling
length of the directional coupler. For a 2 × 1 coupler with a
coupling constant k, the output power Pout = k · Pin1, if the
light comes from the first input port in1, and Pout = (1− k) ·
Pin2, if the light is from the second input port in2. We will
assume at most one of input ports has light. As will be shown,
this assumption is valid due to a special property of BDD.
Similarly, an N × 1 coupler can be obtained by cascading (N-
1) 2×1 couplers, and achieves an arbitrary coupling efficiency
to each input. Figure 3 shows an example of 3 × 1 coupler.
Suppose the efficiency factors we want to achieve are γ1, γ2
and γ3 for the three inputs to the output, respectively. The
coupling constant k1, k2 and k3 can be figured out by the
following relationship

γ1 = k1k2, γ2 = (1− k1)k2, γ3 = 1− k2 (1)

From the last two equations, we have

k2 = 1− γ3, k1 = (1− γ2 − γ3)/(1− γ3)

The rule of energy conservation demands that γ1+γ2+γ3 = 1.



a

b

1

f

c

(a)

λ S

a

1
0

PD

CB

S

b

1
0

ST1

c CB

(b)

Figure 4: (a) 1-terminal BDD and (b) synthesis method in [11].

So k1 = γ1/(1 − γ3). Now we look at the first equation in
Eq. 1. The product k1k2 correctly satisfies the relationship.
The general case can be proved by induction on the number
of inputs and is spared due to the page limits.

The size of a typical coupler is almost two times the size
of a typical micro-reasonator-based switch (e.g., mircoring
reasonator-based switch). The trade-off of the flexibility of
reassigning the efficiency factor and the induced area over-
head is tackled in our synthesis flow.

2.2 Data Structures for Optical Synthesis
The primary data structure for optical logic synthesis is

reduced ordered binary decision diagram (ROBDD) [14]. A
BDD is a directed acyclic graph that can represent a Boolean
function. There are two types of nodes in a BDD, terminal
nodes and decision nodes. A terminal node has a value 1 or 0,
representing the functional output evaluation. As will be ex-
plained, in optical synthesis, we will only keep the 1-terminal,
as shown in Figure 4a. A decision node is functionally a 1×2
crossbar switch, which is controlled by a decision variable.
The outputs of a decision node are called its children, the low
child and the high child. The high (low) child are connected
to the parent node through a high edge (low edge), marked
by a solid (dashed) line.

Given a fixed variable order, a BDD can be reduced to
become an ROBDD, where there is no redundant nodes that
implement the same functionality. ROBDD is a more compact
representation. In the following discussion, we will use BDD
and ROBDD interchangeably.

BDD has an important single-path property which says

Claim 1. For any input assignment, there is at most one
path from any decision node to the 1-terminal.

To prove it, suppose there are two paths from a decision
node to the 1-terminal, which correspond to the same input
assignment. As there are two paths, there must exist a deci-
sion node where the two paths diverge, one from its high edge
and the other from its low edge. The two edges correspond to
different input assignment, which contradicts the assumption.

The synthesis method proposed in [11] is demonstrated in
Figure 4b. The light (λ) from a laser source (or from the
output of the previous optical network) is streamed from the
BDD top node to the 1-terminal, where a photodetector (PD)
(or optical amplifier to the next computation stage) is located.
The synthesis replaces each BDD node by an optical 1 × 2
crossbar, each controlled by a primary input. Waveguides
and combiners are used to connect the crossbars. When there
are multiple inputs to a crossbar, optical combiners (CB) dis-
cussed in Section 2.1.2 are used to merge the inputs.

A critical observation here is that the combiners always
result in the worst-case loss; to achieve better-than-worst-case
power efficiency, there has to be multiple lights streaming to
the combiner at the same time, but this cannot happen due
to the single-path property. From this configuration, we can

see the output of the optical network is a logical 1, if the PD
can detects light at the 1-terminal, otherwise it is a logical 0.

3. SYNTHESIS ALGORITHMS
In this section, we will discuss the proposed synthesis tech-

niques in detail. We start from an arbitrary logic function
and build the initial BDD. As discussed in the previous sec-
tion, the initial BDD can be trivially mapped to an optical
network of optical switches and combiners. However, this di-
rect implementation suffers from cascading optical power loss
as the single input caused intrinsic combiner loss and is thus
prohibited from building larger-scale functionalities.

The path efficiency is the product of all the components
efficiency on the path. It is not difficult to imagine that the
optical signal degrades very fast from the input to the out-
put. We attempt to solve this problem by two techniques:
combiner elimination and coupler assignment. The two tech-
niques have their own strengths and limitations and will be
exploited together in the synthesis flow.

The efficiency factor γ is an important concept in this work.
For an optical network, simple or complex, the efficiency fac-
tor measures the fraction of the input optical power can be
passed to the output, i.e., Powerout = γ ·Powerin. For multi-
input or multi-output optical network, the concept can be
used to measure the portion of a specific input to a specific
output, or the worst-case/best-case scenario for any of the
inputs to any of the outputs. In the following discussion, the
efficiency factor means the worst-case efficiency factor, unless
it is specified. The reader could derive the meaning from the
context.

In a BDD-based optical network, the efficiency factor can
be defined for the node as an optical switch (γv), edge as an
input branch of a combiner/coupler (γ(u,v)), path as a sub-
network (γv→u), or the whole network (γnet). The path effi-
ciency is calculated by multiplying the efficiency factors of all
the components including combiners, couplers and switches,
along the path. The network efficiency is defined as the min-
imal efficiency of all the paths from the network input to the
network output. Our goal of the synthesis is to improve the
worst-case network efficiency factor under a reasonable over-
head and computational budget. We consider to optimize
the worst-case efficiency for this determines the minimum re-
quired detection threshold of the photodetector; if optical am-
plifiers are used, the worst-case efficiency also determines the
number of the optical amplifiers needed.

3.1 Combiner Elimination
Combiner elimination is a direct method to transform a

combiner-intensive path which diminishes the light fast. As
the combiner efficiency is inversely proportional to the num-
ber of combiner inputs, the idea of combiner elimination is to
reconnect part of the inputs to a functionally equivalent copy
of the original combiner output. The new copy is obtained
by duplicating the BDD node (and its fan-out cone) that is
connected to the combiner output. An example is shown in
Figure 5, where node c is copied and the combiner connected
to the input of c can be eliminated. It is not difficult to
see that the single-path property is preserved after combiner
elimination following the argument in Section 2.

Combiner elimination can be performed on any internal
multi-input combiners to mitigate the decomposing number.
We do not remove the combiners connected to the 1-terminal
by copying the 1-terminal, as each separate terminal copy
still has to connect to the very photodetector of the network,
which has no effect on the efficiency factor.

Suppose the terminal combiner has nTerm inputs. For
some path pi, let the original efficiency be γorg/nTerm, where
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Figure 5: Example of combiner elimination.

γorg is the worst-case efficiency factor from the top node to
the node before reaching the terminal combiner. Given an
nIn-input node u on the path, with nCornTerm of the ter-
minal combiner inputs belonging to its fan-out corn, we create
nCopy copies of this node. The overhead of each copy is the
number of the node in the fan-out corn (including the root of
the corn), denoted by nCornSize. The new efficiency factor
can be estimated as

nIn
nTerm+nCopy·nCornTerm · γorg (2)

The ratio r over the original efficiency is thus

r(pi, u) = nIn
1+nCopy·nCornTerm/nTerm (3)

In the example of Figure 5, suppose 0 switching loss for the
simplicity of this demonstration only. Node c and its fanout
cone is copied. Therefore, the number of inputs for node c
nIn = 2; the number of inputs to the terminal nTerm =
2; the number of inputs to the terminal that belongs to the
copied fanout corn nCornTerm = 1; the number of copies
nCopy = 1; and finally the overhead, i.e., the total number of
the copied nodes, can be calculated to be the fanout corn size
including the corn root node but excluding the terminal node
nCornSize = 1. By Eq. 3, the the ratio over original is 4/3.
It can be verified that the original BDD has an efficiency
factor of 1/4 (for path a → c → 1 and a → b → c → 1).
The efficiency after this duplication becomes 1/3 (for all three
paths from a to 1). The ratio correctly reflects the effect of
the duplication.

We want to make sure the ratio is at least greater than 1. At
the same time, we want to limit the increased overhead with
duplicated nodes. The idea is to evaluate nodes that are closer
to the bottom, which generally have smaller fanout corn, then
moving upwards, until the overhead budget is reached. Given
an initial BDD, the expected minimum benefit ratio Benefit
upon one copy, and the area overhead budget Budget, the
algorithm is shown in Algorithm 1.

Algorithm 1 Combiner Elimination

1: Overhead← 0
2: for each critical path pi starting from the weakest do
3: for each edge (u, v) on pi, bottom to top do
4: Compute estimated benefit r(pi, v)
5: Compute overhead nCornSize(v)
6: if Overhead + nCornSize > Budget then
7: continue . try next
8: else if r(pi, v) > Benefit then
9: v′ ← Copy v and its fanout corn.

10: Reconnect u to v′.
11: Overhead← Overhead+ nCornSize

To make sure the efficiency for the critical paths (or weak
paths) crossing a certain node can be improved using com-
biner elimination, we need to consider all the critical paths in
the network.

Critical paths are the paths that contribute to the worst-
case power reduction, which can be calculated in the similar
manner as the shortest paths for directed acyclic diagrams
(DAGs) and the only difference is the recurrence relation [15,
16]. We note that the worst-case efficiency cascaded from
the top till reaching a node v is equal to the minimum of
the worst-case power efficiency of its parent node times the
switching efficiency and combiner efficiency related to node v.
Formally, given a BDD (V,E), the recurrence of the efficiency
of a BDD node v is

γ(v) = min(u,v)∈E{γ(u) · γsw(v) · γcb(v)} (4)

where γsw(v) and γcb(v) is the switching efficiency and com-
biner/coupler efficiency related to node v, respectively. The
base case is γ(v) = 1, for the top node v. During this proce-
dure, the combiner/coupler efficiency is estimated to be the
efficiency in the mathematical expectation, i.e., 1 over the
number of parents of v, hence γcb = 1/||(u, v) ∈ E||. A second
approach, coupler assignment, will handle the nuance more
directly.

3.2 Coupler Assignment
The second technique is coupler assignment, which improves

the power efficiency by redistributing the optical power di-
rectly. Basically, we assign the efficiency factors of the edges
feeding into a multi-input combiner by using the couplers we
discussed in Section 2. The general coupler assignment prob-
lem can be formulated as a polynomial programming problem
as follows

Maximize γnet = min
i
{ γi ·

∏
j:ej∈pi

xj} (5)

s.t.
∑

i∈In(n)

xi = 1, ∀n (6)

0 ≤ xi ≤ 1, ∀i (7)

The objective is the efficiency factor of the whole PIC net-
work, which is defined by the minimum of all the path ef-
ficiency factor. Each variable xj represents an assignment
of coupling efficiency for the edge ej on path pi. The path
efficiency of pj is calculated as the product of the coupling ef-
ficiency xj ’s times γi, the efficiency factor related to the other
parts, e.g., the switch drop port efficiency. Eq. 6 represent the
rule of power conservation; i.e., the sum of the efficiency fac-
tor of the input ports to a coupler is 1, which we call the node
constraint. Eq. 7 simply states the efficiency factor should
be positive and smaller than 1. The max-min objective can
be transformed by adding a dummy variable f and add the
constraints that

f ≤ γi ·
∏
xj , ∀i (8)

We call it the path constraint. Note that the polynomial pro-
gramming problem can be solved by semidefinite program-
ming (SDP) relaxation [17], but when the variable number
is non-trivial, it usually takes long time to solve. Here we
propose a much more scalable solution by using quadrati-
cally constrained programming (QCP), so that an efficient
second-order cone programming solver, e.g., QCP solver in
Gurobi [18], can be used. In QCP, we limit the number of
variables in each path constraint to be less than 2, so each
constraint is quadratic. The QCP optimization is run for a
number of iterations until we cannot further optimize or have
reached the overhead limit. This also allows us to have a
prior control of the overhead related to the couplers in each
iteration, as the overhead is proportional to the number of
variables.

The selection of xi’s is performed in an iterative manner. In
each iteration, we choose a small set of xi’s to optimize. The



algorithm for each iteration is shown in Algorithm 2. Similar
to combiner elimination, we will start with the critical paths,
from the most critical to the least critical. For each critical
path, we evaluate each multi-input node v on the path, with
the maximum and the minimum efficiency factors from the
top node till reaching v. We name the ratio as the divergence
factor div(v)

div(v) = max(ui,v),(uj ,v)∈E,
ui 6=uj

γtop→ui
γtop→uj

, (9)

where γtop→u denotes the worst-case efficiency factor from
the top to node u. Intuitively, div(u) estimates the potential
of the improvement of reassigning the coupling efficiency of
the inputs. If there are two paths which correspond to two
of the inputs of v, one having a large (worst-case) efficiency
factor and one a small (worst-case) efficiency factor, we can
redistribute their power efficiency, so that the weaker path
can become stronger.

If a node v is selected, we pick the two input edges (ui, v)
and (uj , v), that correspond to the maximum and minimum
worst-case γtop→u in the computation of div(v) for reassign-
ment. In Algorithm 2, for each unprocessed critical path
ordered from the most critical to the least critical, we se-
lect two candidate nodes with the highest divergence factors.
We will try to optimize the efficiency factors of their input
combiners by re-assigning the efficiency factors. In Line 10,
The path expression PathExprj (which defines the product
of all the variables along the path) will be updated for each
of the affected paths. If any of such expression becomes non-
quadratic during the updating, the problem cannot be solved
with QCP so the updates are reversed. We then continue to
the next critical path. At the end of the first for loop, the
variables to be optimized for this iteration are decided and
the quadratic path expressions are built. In Line 14 and 17,
the path constraints and node constraints are formulated and
will be processed by the QCP solver. As the rest of inputs
are kept unchanged, the 1 constant in the first constraint is
modified to be the sum of their original efficiency. When we
decide the two variables for the path in analysis, we can write
the path constraint in Eq. 8. We also need to add the path
constraints for all the paths that can be affected by the as-
signment of the two variables. The search continues as long
as all the path constraints remain quadratic.

The computation of the max-efficiency paths that cross
node u, as required in the calculation of div, can be performed
similarly as the computation of the critical paths by replacing
max by min in the recursion of Eq. 4. We start from node
v, following the edges reversely to the top node and update
the efficiency factor. Due to the quadratic constraint and the
overhead budget, each iteration is very fast. We conduct the
algorithm for a fixed number of iterations until there is no
chance to improve, i.e., the overhead budget is reached or the
problem is no longer quadratic.

To realize the reassignment of two of the edges of selected
nodes, we exploit the 3 × 1 coupler, two inputs for the two
edges and the other one for to the combiner output of the
inputs which are not reassigned.

Using the concept of the divergence factor, we can also as-
sign the output ports of a 1 × 2 switch. Define γthru and
γdrop as the through and drop port efficiency factors. Gen-
erally, γthrw > γdrop. In this case, div(u) is evaluated by
γ(low−child)→(1−term) and γ(high−child)→(1−term). We start
from the critical paths, evaluate the div of each node, and
flip the through and drop port if

γ(low−child)→(1−term) < γ(high−child)→(1−term)

The flip of the assignment can be trivially realized by invert-
ing the controlling electrical signal of the switch.

Algorithm 2 Coupler Assignment QCP Formulation.

1: PathCons← ∅, NodeCons← ∅
2: PathExpri ← 1, ∀i . expression for each path constraint.
3: for each critical path pi whose PathExpri is null do
4: find two nodes v1, v2 ∈ p with the highest div
5: ua, ub ← argmaxui,uj

div(v1) . see Eq. 9

6: uc, ud ← argmaxui,uj
div(v2)

7: create four variables for (ua, v1), (ub, v1), (uc, v2), (ud, v2)
8: for each path pj containing any of the four edges ek do
9: xk ← the variable to ek

10: PathExprj ← PathExprj · xk
11: if PathExprj is not quadratic then

12: reverse all the changes related to the four variables
13: break
14: for each path expression PathExprj do

15: PathCons← PathCons ∪ {f ≤ γ′j · PathExprj}
16: for each node v whose inputs are assigned xi, xj do
17: NodeCons ← NodeCons ∪ {xi + xj = xi,prev .val +

xj,prev .val}
18: return PathCons,NodeCons

4. EXPERIMENTAL RESULTS
We implemented the proposed methods in C++ with CUDD

package [19], and tested it on an 8-core 3.4GHz Linux ma-
chine with a 32GB RAM. The following experiments were
conducted on Microelectronics Center of North Carolina (MC-
NC) and International Workshop on Logic and Synthesis (IWLS)
benchmarks [20]. Gurobi QCP solver [18] was used in coupler
assignment. As different BDD-reordering heuristic may result
in different initial BDD, to make a fair comparison with the
state-of-the-art method [11], we applied a common BDD re-
ordering heuristic CUDD_REORDER_SYMM_SIFT available in
CUDD.

The two techniques, combiner elimination and coupler as-
signment (including switch output assignment) were performed
iteratively for each benchmark and stop if cannot make any
further improvement with the overhead budget. As the switch-
ing efficiency assignment has no overhead as coupler assign-
ment and combiner elimination, it is performed at the end of
each iteration of coupler assignment and combiner elimina-
tion. The best improvement along with the total time for the
optimization is reported.

The optical performance in the experiments are all based on
the models discussed in Sections 2. In Table 1, the first three
columns summarized the benchmark information, the num-
ber of primary inputs (#PI) and number of primary outputs
(#PO). The next four columns show the number of optical
switches and worst-case network efficiency (net eff) of the pre-
vious method [11] and our method. The number of switches
also counts for the number of optical couplers used in our
method. As noted in Sections 2, a 2 × 1 coupler is twice the
size of an optical switch. The overhead percentage in terms of
the increase of the number of optical switches (incl. the cou-
plers) for each benchmark is summarized in Column 8. We
limit the overhead to be less than 20%. As was calculated
in the last row, the average overhead percentage is a small
7.63%.

The ratio of the worst-case network efficiency is shown in
Column 9. As can be seen, for all the benchmarks, the power
efficiency has been improved. The average ratio for all the
benchmarks is 27.02X. The CPU time of our method is shown
in Column 10. The longest runtime is 14.5s and the average
is 1.88s.

To take a closer look at the effects of our method, Figure
6 plots the number of the paths belonging to the following
seven efficiency ranges, {0∼10−6, 10−6∼10−5, · · · , 10−1∼1}.
The curves show a fitted distribution of the bars. The re-
sults of previous method [11] is colored in red, the results of



Table 1: Experimental Results

benchmark #PI #PO
[11] ours comparison

time (s)
electrical optical

#SW net eff #SW net eff overhead(%) net ratio power (uW) power (uW)
cps 24 109 2288 1.62E-07 2536 5.41E-06 10.84 33.44 1.90 2.95E+02 1.27E-04
spla 16 46 985 5.27E-05 1014 3.95E-04 2.94 7.50 0.35 2.90E+02 5.07E-05
pdc 16 40 981 8.09E-05 1049 6.83E-04 6.93 8.44 0.20 3.03E+02 5.25E-05
alu4 14 8 855 8.32E-07 968 6.35E-06 13.22 7.63 2.28 4.36E+02 4.84E-05
misex3c 14 14 872 1.11E-06 897 1.14E-05 2.87 10.25 0.90 2.55E+02 4.49E-05
table3 14 14 1680 1.47E-06 1816 2.25E-05 8.10 15.30 0.45 4.45E+02 9.08E-05
apex5 117 88 1431 2.50E-05 1658 2.95E-04 15.86 11.80 0.95 2.28E+02 8.29E-05
table5 17 15 1879 4.16E-07 1947 3.56E-05 3.62 85.45 0.60 3.43E+02 9.74E-05
vda 17 39 1152 6.21E-05 1198 8.89E-04 3.99 14.32 0.25 1.66E+02 5.99E-05
k2 45 45 2282 2.98E-06 2541 9.59E-05 11.35 32.19 0.61 1.99E+02 1.27E-04
seq 41 35 2452 1.67E-07 2572 1.27E-06 4.89 7.55 2.75 7.80E+02 1.29E-04
steppermotordrive 29 29 546 3.73E-05 586 4.12E-04 7.33 11.03 1.15 5.39E+01 2.93E-05
count 35 16 216 4.40E-04 216 1.25E-02 0.00 28.42 0.05 4.71E+01 1.08E-05
dalu 75 16 1692 6.38E-08 1832 3.62E-06 8.27 56.73 14.50 2.81E+02 9.16E-05
i2c 147 142 1850 1.83E-06 1992 2.41E-04 7.68 131.48 1.20 3.01E+02 9.96E-05
i8 133 81 2456 2.60E-05 2823 3.88E-04 14.94 14.91 1.75 4.18E+02 1.41E-04
simple spi 148 144 1499 2.08E-04 1511 1.16E-03 0.80 5.59 1.25 3.61E+02 7.56E-05
stpmotor 29 29 546 3.73E-05 586 4.12E-04 7.33 11.03 1.05 5.39E+01 2.93E-05
frg2 143 139 2099 2.23E-06 2394 4.55E-05 14.05 20.39 3.55 3.18E+02 1.20E-04
average 7.63 27.02 1.88 2.93E+02 7.93E-05
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Figure 6: Comparison of the loss distribution of [11] and the pro-
posed method. (a) benchmark cps (PO 27), (b) alu4 (PO 7) (c)
dalu (PO 27), (d) dalu (PO 9)

our method is in blue. As can be observed, the distribution
curves move from the lower efficiency zone to higher applying
our method, which results in a more balanced distribution of
power efficiency.

The second set of experiments compares the power con-
sumption for the benchmark circuits implemented by the elec-
tronics and the optics. Note that the power for the optical
implementation is estimated for switching the optical switches
and is different from the optical power (laser power) we dis-
cussed previously. The electrical implementation was synthe-
sized in Design Compiler in the gscl45nm library; the clock
frequency was set to be 1GHz. The optical implementation is
based on the models discussed in Sections 2. Each switch is
implemented by a microring resonator, which consumes 50fJ
for switching. It can be seen that the power consumption of
the optics is several-magnitude smaller. It should be noted
that for the power calculation, we did not consider the power
consumption spent in aligning the microrings using heating,
as in more advanced optical technology, the microrings would
be able to become well-aligned during manufacturing.

5. CONCLUSION
In this work, we study the long-neglected optical power

depletion problem in previous PIC synthesis, and propose two
techniques, combiner elimination and coupler assignment, to

address this problem. The experiments where various sources
of optical power depletion are considered, shows the efficacy of
our method of generating optical-power efficient PICs, which
also helps to build a much more robust and scalable integrated
photonic system.
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